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Abstract- The future network layer protocol for the Internéd IPv6 . Since it is not compatible with its
predecessor, some interoperability mechanisms desgned. An important category of these mechanisms
automatic tunnels, which enable IPv6 communicatiwer an IPv4 network without prior configurationhi§
category includes ISATAP, 6to4 and Teredo.

Teredo is a service that enables hosts locatedndbebine or more IPv4 NATs to obtain IPv6
connectivity by tunneling packets over IPv4 UDPtHis paper,we explain how IPv6 candidates locattund
NATSs can enlist the help of “Teredo servers” anér&do relays” to learn their “global addresses” tndbtain
connectivity, and how clients, servers and releas be organized in Teredo networks.This paper esuttie
security implications of Teredo. However, by talimg 1Pv6 traffic over IPv4 UDP through the NAhd
directly to the end node, Teredo raises some ggcwdncerns. Primary concerns include bypassing
security controls, reducing defense in depth, ahowing unsolicited traffic. We present a noetdss of
attacks that exploit vulnerabilities in these tusn&hese attacks take advantage of inconsistebeitgeen a
tunnel's overlay IPv6 routing state and the nat®e6 routing state. One of the presented attacksDES a
Teredo server using a single packet. The exploitdderabilities are embedded in the design of thenels;
hence any implementation of these tunnels may leexable. In this paper we are Investigating whethés
protocol transitioning mechanism is a worth orskri

Index Terms-IPV6 ;Teredo; Tunneling;, NAT,;

1. INTRODUCTION

IPv6 is the next version of the Internet next-hop IPv4 address. The packet is then handted b
Protocol, and many hosts and networks are beinghe IPv4-only network as a normal IPv4 packet. When
upgraded to support this version and take advantagé reaches the egress end point, it strips the IPv4
of its features. A part of the Internet that is header and continues to process the original IPv6
expected to lag behind in IPv6 availability are th packet. The detailed operation of tunnels can bado
IPv4 Network Address Translation (NAT) devices in [2]. 1The Protocol field in the IPv4 header His
used in many household and organizationaldecimal value of 41,indicating that IPv6 header
networks. They are only infrequently updated orfollows. A tunnel in which the end points’ routing
replaced, especially on small networks such agables need to be explicitly configured is called a
those found in residences. Since the completeonfigured tunnel. Tunnels of this type do not scal
migration of the Internet to IPv6 is expected tketa well, since every end point must be reconfigured as
several years, if not decades, interoperabilitypeers join or leave the tunnel.
mechanisms that will enable the co-existence o#IPv To alleviate this problem, another type of
and IPv6 are required. One such mechanism igunnels was introduced — automatic tunnels. In
tunneling.[20] Tunnels enable two IPv6 nodes toautomatic tunnels the egress entity’s IPv4 addiess
communicate over an IPv4-only network. computationally derived from the destination IPv6

In general, tunnels operate as follows. Eachddress. This feature eliminates the need to keep a
tunnel has at least two end points. Each end poigkplicit routing table at the tunnel’s end points.
must be able to process both IPv4 and IPv6 packets The paper considers the three most prominent
and must possess an IPv4 address. To deliver & IRautomatic tunnels to date: ISATAP [3], 6to4 [4]dan
packet over the tunnel, the ingress end poirkeredo [5]. However, transition mechanisms that
encapsulates the packet with an IPv4 headerl. Théwnel IPv6 directly over IPv4, such as the Intra-
source IPv4 address is that of the ingress endt poihite  Automatic Tunnel Addressing Protocol
and the destination IPv4 address is that of th@SATAP) and 6to4, do not typically work through
intended egress end point. Consequently, each ltuniéATS.
end point must have a routing table that associates
each IPv6 destination address with an appropriate
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2. PRELIMINARIES hosts or routers. Protocol Structure NAT is a
2 1 What's New in IPV6 procedure, not a structured protocol.

The IPv6 protocol brings a variety of new, g Tunneling Mechanism
mechanisms to improve Internet reliability [7]. Bee ~

include the following: N . .
. Significantly large address space To minimize any dependencies during the

- Simplified network management using stateles§ansition, all the routers in the path between e
auto-configuration of nodes nodes do not need to support IPv6. This mechargsm i

. Routing efficiency due to use of fixed-lengthca”ed tunneling. Basically, IPv6 packets are piace
headers inside IPv4 packets, which are routed through the

« Reduction in network processor overhead due {fv4 routers. The following figure illustrates the
reduced fragmentation tunneling mechanism through routers (R) using
« Improved security (IPsec is built-in) IPv4[8].Different uses of tunneling in the transiti

« Well-defined flow labels for Quality of Service ~ ¢
» End-to-end address transparency ® Configured tunnels between two routers (as
in the figure 1.)
® Automatic tunnels that terminate at the dual
2.2 NAT: Network Address Translation hosts
Basic Network Address Translation (BasicA configured tunnel is currently used in the Intgrn

NAT) is a method by which IP addresses are mappé@r other purposes, for example, the MBONE (the
from one group to another, transparent to end uset®v4 multicast backbone). Operationally, it corsist
Network Address Port Translation, or NAPT, is aconfiguring two routers to have a virtual point-to-
method by which many network addresses and thegpint link between them over the IPv4 network. This
TCP/UDP ports are translated into a single networkind of tunnel is likely to be used on some paftthe
address and its TCP/UDP ports. Together, these twiaternet for the foreseeable future.
operations, referred to as traditional NAT[8], pd®/

a mechanism to connect a realm with private 1l < HostB
addresses to an external realm with globally unique N

registered addresses. The need for IP Address (ole)
translation arises when a network's internal IP =y i

addresses cannot be used outside the network either s S ‘*\\\H_“ .fnyﬂ;

for privacy reasons or because they are invalidiger FomBiloR2 —

Some IPv4 Clowd

outside the network. Network topology outside aloc
domain can change in many ways. Customers may
change providers, company backbones may be _ _ '
reorganized, or providers may merge or split. Figure 1 Tunneling Mechanism
Whenever external topology changes with time,
address assignment for nodes within the local domaj
must also change to reflect the external changeI '.RE.LATE.D WORK_S . _
) . -~ TN this section we give a brief overview of theethr
Changes of this type can be hidden from users mvithi : . . . )
. g . automatic tunnels considered in this paper: ISATAP,

the domain by centralizing changes to a single esfdr

: X ) 6to4, and Teredo. These tunnels are complementary,
translation router. Basic Address Translation aiow

. . rather than alternative, as they are designed for
hosts in a private network to transparently actees '
different network scenarios.
external network and enable access to selected loca
hosts from the outside. It is mandatory that al
- . .1 ISATAP
requests and responses pertaining to a session be

routed via the same NAT router. One way to asaertai ISATAP — Intra-Site Automatic Tunneling

this \_/voulq be to have NAT bgsed on a border routgs gtocol [3] — is primarily designed to transpd?v6
that is unique to a stub domain, where all IP peckepacikets between nodes in an IPv4 enterprise network
either originated from the domain or are destined f one of those nodes is a router which also hasigenat
the domain. There are other ways to ensure this Wilpyg interface. The router forwards IPv6 packets in
multiple NAT devices.The NAT solution has thegr gut of the tunnel. A node that belongs to an
disadvantage of taking away the endto-engsATAP tunnel has to know the IPv4 address of the
significance of an IP address, and making up f& throyter. If the IPv4 interface of a node has therests
with an increased state in the network. As a resulipy, the corresponding ISATAP interface is assigned
with a NAT device enroute, end-to-end IP networlgq g4-pit ID having one of the following two formats
level security assured by IPSec cannot be assumedgboo:5EFE:IP4 or 0000:5EFE:IP4. The first one is
apply to end hosts. The advantage of this approaglised if IP4 is non-private and the second one
however, is that it can be installed without change otherwise. Using this interface 1D, a link-localdaeiss
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is constructed. The node probes the ISATAP routddsing this procedure, the node determines its eater
using the Neighbor Discovery Protocol [10], in ardelPv4 address and UDP port assigned to it by the
to discover the global prefix of the tunnel and tdNATSs.

construct a global IPv6 address. For each ISATAP

interface on a node a set of locators is configufed 4. THE TEREDO

send an IPv6 packet destined outside of the tutimel,

packet has to be encapsulated with an IPv4 header Microsoft is making a strong push for IPv6, and
whose destination address is the router of thediunnin response has developed a transition mechanism to
If the packet is destined inside the tunnel, the4IP address this issue. Fortunately, the mechanism was
destination will be the 32 rightmost bits of thevé® routed through IETF channels, and the IETF has
destination address. In both cases the IPv4 sourpeblished RFC 4380 as a standards-track individual
address is the IPv4 address of the encapsulatdheAt submission. Originally the protocol was called
egress end point the node first determines wheliger Shipworm (after a species of mollusk that digs
packet matches a locator of the ISATAP interfa€e. holes in ship hulls, analogous to what the prdtoco
there is a match, it verifies that one of the faflog does with NAT devices). But the protocol has been
two conditions holds: 1) the source IPv6 addressenamed Teredo, after a common genera of
corresponds to the source IPv4 address; 2) thesoushipworms (perhaps to avoid any negative
IPv4 address is the IPv4 address of the ISATABonnotation).

router in the tunnel. The first condition holds whe Teredo is already in use on the Internet. It is
the packet's source is part of the same ISATARvailable in Windows Vista and Longhorn, where
tunnel. The second one holds if the packet origmatit is enabled by default. Teredo is also available

from outside of the tunnel. Windows XP SP2 and Windows 2003 SP1,
although disabled by default. At least one third-
3.2 6to4 party implementation of Teredo is available for

UNIX and Mac® OS X.

The 6tod mechanism [4] is designed to For an IPv6-capable node behind an IPv4

transport IPv6 packets between .IPVG clouds or Sitq\?AT the barrier to sending and receiving packets
connected by the IPv4 Internet. It is assumedehah from’ IPv peers is that at least a portion of the

IPv6 site has an edge router with an IPv4 interfate

; . network between the IPv6-capable node and the
ghet Int(_ernettzldeli:TGhe IPfy4 a}dtc:]ress ?f th"’.‘tt |r;1¢§rtfa peer does not support IPv6. This includes at least
etermines the 1Fve pretix of he enure site. .the NAT. To resolve the problem, Teredo

address is IP4, the 6to4 prefix of the site i - ] :
2002:1P4/48. An edge router forwards IPv6 packe%frt;?gﬁhetsheanN:.Fe?Oegd(ejiaﬁiqggl(eféowoégeOr:“?r?et'
into and out of the 6to4 tunnel on behalf of thelew Internet. IPv6 packets are tunneled throughnglsi

in its site. An edge router that wishes to forward
IPv6 packet on the 6to4 tunnel to another site WihJser Datagram Protocol (UDP) port on the NAT.

encapsulate the packet with an IPv4 header having a ) .
destination address derived from the IPv6 destinati, __1he use of Teredo has important scu
address. The source address will be the IPv4 asidrd@Plications, and these implications are disedss
of the ingress edge router. Before decapsulatieg ti this paper. Little published research existstis
IPv4 header, the egress edge router verifies thaei [©PIC, other than the "Security Considerations

source address is a 6to4 address, it corresporttie to S€ction of the Teredo RFC itself. John Spence of
IPv4 source address. Command Information includes a brief mention of

If the destination of the IPv6 packet is not al€/€do in the “IPv6 Security and  Security

6to4 address (does not have a 2002::/16 prefixabutoPdate,"[3] ~and _suggests disabling it since it
native IPv6 address, the edge router encapsulates ad€feats 1Pv4 NAT.
forwards the packet to a special router calledcat 6t

4.1.Teredo Tunnels
relay.

3.3 Teredo In the Teredo case the tunneling is UDP, so
all IPv6 Teredo packets are composed of an IPv4
The ISATAP and 6to4 tunnels encapsulat@acket header and a UDP transport header, followed
IPv6 packets with an IPv4 header. However, sincy the IPv6 packet as the UDP payload[12]. Teredo
most NATs cannot handle IP-in-IP packets, thesgses a combination of ICMPv6 [13] message
mechanisms cannot work in the presence of a NABxchanges to set up a connection and tunneled fsacke
Hence a third mechanism was designed — Teredo [Bacapsulated using an outer IPv4 header and a UDP
Teredo enables nodes located behind one or mdieader, and it contains the IPv6 packet as a UDP
IPv4 NATSs to obtain IPv6 connectivity by tunnelingpayload.
packets over UDP. A Teredo node performs a
gualification procedure by interacting with an gnti The exact nature of the packet exchange in setifing
called a Teredo server located outside the NATs& Teredo connection depends on the nature of the
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NAT device that sits in front of the Teredo clientrelays, Teredo servers sit on both the IPv4 and IPv
Figure 2 shows an example packet exchange thiaternets, but do not serve as a general relayedber
Teredo uses when the client is behind a Restrictegrvers pass along packets to and from the client,

NAT. but only messages that pertain to the functiorofg
- the Teredo protocol; they do not pass along data
A packets.
. //2/' The Teredo servers are generally statically
Tl configured on the client. For example, Windows
(/\ | "/{" ’\3 nodes by default use “teredo.ipv6.microsoft.com” as
I1Pvd Network / H PG Network thelr
o
\‘ - N
5/ 4 IHL TOS IPv4 Total Length
Rm”ﬁ:# lﬁf‘i ldentification Flags Frag Offset
‘ TIL 17 (UDP) Header Checksum
—y IPv4 Source Address
e IPv4 Destination Address
UDP Source Port UDP Destination Port
UDF Length UDP Checksum

1. Teredo ICMPyvE Echo Request from Teredo Client to Server 6 Traffic Class Flow Label
2. Forwarded IMCP Echo Regquest from Server to Host IPv6 Payload Length Next Header Hop Limit
3. IMCPE Echo Reply from Host to Relay
4. Teredo bubble from Relay to Server IPv6 Source Address

Teredo bubble from Server to Client

. Teredo bubble from Client to Relay

Forwarded Teredo ICMPvE Echo Reply from Relay to Client
Imitial packet Teredo-tunnelled from Client to Relay

£

IPvé Destination Address

[ -

Forwarded inmial packet from Relay to Host

Figure 2: Teredo Tunneling IPv6 Payload

Figure 3. Teredo encapsulates IPv6 packets in URP i®v4

5. WORKING OF TEREDO when packets are routed as IPv4.

server; this currently resolves to four servers gio
Teredo works by tunneling IPv6 over an IPv4 UDHeast four IPv4 addresses) that Microsoft maintains

port for at least the portion of the network that i the standard port on which the Teredo serversnliste
Pva only. Teredo has a high degree of automatig pp port 3544. Both clients and relays can use
tunnel setup. any UDP port for their Teredo service, so their UDP
service port could be ephemeral. Because the client
is behind an IPv4 NAT, the external port number of

The Teredo framework consists of three basi('f[s Teredo servipe 'S in general, not the samé¢has
components: clients, relays, and servers. Teredgc@l port that is listened on. However, the Tered
clients are nodes seeking to use Teredo to reachpéotocm_ tries  to keep that e_xternal port number
peer on the IPv6 Internet. For example, a node maé}abIe since itis the port to y\.'h'Ch the r_elayemeao
need to reach an IPv6-only server. Clients are-dua onnect. Servers are specifically des_lgned to be
stack (IPv4 and IPv6) nodes that are “trappedStateleSS’ so a large number of clients can be
behind one or more IPv4 NATs. Teredo C"entsaccommodated.

always send and receive Teredo IPv6 traffiq5 2 Teredo setu

tunneled in UDP over IPv4 (see Figure 3). " P
In this paper, ports refer specifically to IPv4 BD Before packets can be sent to and from

ports unless otherwise noted. remote IPv6 nodes, some tunnel setup

Tedredo relays servef as rou(tjers tod bridge the IIf-)v‘lcommunication occurs. The phases are as follows:
and IPv6 Internets for Teredo nodes. IPV6 native y  rhe glient completes a qualification procedure

packets are encapsulated for transmission over the (see “Qualification procedure” section) to
IPv4 Internet (including the client); when packets establish aTeredo address.

are received from the IPv4 Internet, they are 5 the client determines which relay to use (see
decapsulated into native IPv6 packets for the IPv6 “Packet relaying and peer setup for non-

Internet. Teredo peers” section) for a given IPv6 peer

Teredo servers help clients set up tunnels  o4e This phase may involve a procedure to
to IPv6 nodes, determining their Teredo address and ¢ up the NAT for traffic from the relay

whether their NAT is compatible with Teredo. Like (“Bubble packets and creating a NAT hole”

5.1Teredo components
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section). indicates to relays where to send packets dekstine
3. .A packet is sent via a relay The first phaselirectly for the client. To protect these twoldi®
needs to be conducted only once (for eacfiom any NAT translation, all of the bits in these
time Teredo is activated on the client). Thdields are reversed. The flags field is 16 bitst bu
next two phases are completed for each peenly 1 bit is assigned by the RFC. The top bithis t
that was not recently used. After that setupicone bit.” If set, the cone bit indicates thateth
it is just a matter of sending the packet via theode is behind a pure cone NAT; if unset, it
relay. The relaying and per-peer setup take iadicates the node is behind a restricted NAT. The
special form when the remote peer is also eest of the bits in the field should be set to 0.
Teredo IPv6 address (“Packet relaying and
peer setup for Teredo peers’ section). /.4 Origin data

special provision (outside the scope of this
paper) allows IPv6 nodes behind the same When a Teredo server sends an IPv6 packet to

local client discovery procedure additional data between the UDP encapsulation and
the IPv6 packet. This is the origin data (see Fgur
I .ol 6) and reflects the IPv4 address and port number
(behind NAT) ~ ~ 9 e oty that it acts on behalf of. (The RFC calls this orig

- O encapsulation.)
IPv6 - %

peer O As in Teredo addresses, the port number and
address have all their bits reversed. The client
i 2€ relays 2 Jaredo concludes that extra data is present, as the first
< pvagipye nibble after the UDP header is O instead of 6
Intarnet — (the version number from the IPv6 header).
deogi’m . . il The qualification procedure determines if a
(behind NATS) T ‘pvﬁK-A:FTEfEC“’ client can use the Teredo service and
OO0 peisr @ server

O o establishes the Teredo address. For example, a
(behind NAT) client cannot use the Teredo service if it is

behind a symmetric NAT.
Figure 4. A Teredo microcosm, including key Teredmponents,

native IPv6 nodes, and IPv4 NATs. The cloud regmtsthe

Internet, where the yellow areas are IPv4 ofiig, dark gray - T
area is IPv6 only, and the mixed gray area supjatis. The 000 00 Origin Port % (bit-Fipped)
interior of the cloud represents Internet routarsl Origin IPv4 Address (bit-flipped)
infrastructure.

Figure 6. The format of the origin data, which asdted below
5.3 Teredo addresses the encapsulated IPv6 packet. Qualification proeedu

Teredo clients (and only Teredo clients) receive a A portion of the Neighbor Discovery Protocol
specially formatted IPv6 address called a Teredo(NDP, RFC 2461) is used, with the Teredo server
address. Addresses contain enough informatiorCting as the router.

for a relay to reach a client (see Figure 5). D_u_rin_g qualification, the client sends Router
Solicitations (RSs); the server then sends back

Teredo Prefix Router Advertisements (RAs) plus an origin data

Server IPv4 Address block (see “Origin data” section) in response. Both
Flags Client Port # (bit-flipped) the RA and RS messages are encapsulated ICMPVv6
Client IPv4 Address (bit-flipped) packets. Since the RA is sent in response to an RS

from the client’'s Teredo service port, the origiatal
Figure 5. The format of a Teredo address. LikéRalb addresses, reveals to the client its external Teredo address a

it is 128 bits (16 octets) long. port number. That data becomes part of the client’
The prefix is standard for Teredo addresses;Teredo address. _ _ _ _
2001:0000::/32 was recently assigned. You might Qualification begins with the client sending

see other prefixes, such as 3ffe:831f::/32, used in RS to the server with the cone bit set. Setting
Teredo components that predate the currenthe cone bit means the client is trying to deteemi
assignment.The second 32 bits of the addres§ it is behind a pure cone NAT. When it sees the
correspond to the IPv4 address of the clientscone bit is set, the server sends the RA from a
Teredo server. This part of the address tells remotdifferent IPv4 address to the one that it receities
nodes which server is assisting the client withpacket on. Ifthe client is indeed behind a pureeco
communication setup.The bottom 48  bits NAT, the NAT passes the packet to the client.
correspond to the client's external address andiowever, if the client is behind a restricted NAfe
Teredo service port. This part of the address
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NAT will not pass the packet to the client because

the source is not a previous destination.

If the client receives the RA, it knows it isthe origin header, and the
concludedefault, the hash is based on HMAC and SHAL.

behind a pure cone NAT and
qualification. The client forms a Teredo addregh w
the cone bit on.

However, if the RA is not received, it could be due
to packet loss. So after T seconds of waiting
(default is 4 seconds), the client tries again,tap
N times total (default is 3).If the client still den't
receive the RA, it tentatively assumes it is bdhin

The authentication value (if present) is a
keyed cryptographic hash of most of this header,
IPv6 packet. By

This measure provides stronger protection against
tampering and can help ensure that the server is
the one intended. The RFC is not specific on the
value of the client identifier, but it can relate t
the authentication value. The confirmation byte is
non-0 if the client should obtain a new key.

a restricted NAT and sends the RS with the con®6 Bubble packets and creating a NAT hole

bit unset.

RA from. If this attempt does not succeed after N
times of waiting T seconds, the client gives up,
assuming a server connectivity problem.

5.5 Secure qualification

Teredo provides an option for the
qualification procedure to be “secured” by adding
authentication data (the RFC calls this
authentication encapsulation) between

Since the cone bit is off, the server
responds from the same address as it received the

Teredo makes use of what the Teredo RFC
refers to as bubble packets. These are simple
IPv6 packets with no IP payload; that is, the IP
payload length is 0, and the Next Header field
has the value 59 (No Next Header).

These packets manipulate a NAT into allowing the
real traffic. A typical use is when a relay needs t
send a packet to a Teredo client, but the client is
behind a restricted NAT (as evidenced by the cone
bit being unset), and the relay is not a previous

the UDP(recent) peer with that client. This circumstance

header and the origin data with the encapsulategrevents direct communication, so the following

packet. Without this data, the client would not

bubble-to-open procedure (see Figure 9) takes

know that the response is sent from the real serveplace:

(versus having received a randomly sent RA). The 1.

authentication data takes the format shown in

Figure 7.

Here, the client identifier and authentication
value are optional and have their specific length
indicated in one-octet fields. The nonce value is
always present and always 8 octets in lengths & i

random number chosen by the client and repeated 3.

by the server in the response.

This simple measure establishes
probability)

that if there is an attacker, it is at least othpa

(with high

between the client and the server. Figure 8 shows

the layout of the authentication data in this senpl
case.

Ox00 Ox01 ID-Len

Client ldentifier (ID-len Octets)

Auth-Len

Authentication Value (auth-len Octets)
Nonce Value

Confirmation

Figure 7. The general format of the authenticadiata. In secure
qualification, this data is positioned after theRJBeader.

0x00 0x01

Nonce Value

0

0

Figure 8. Authentication data at it simplest, wkigre is no client
identifier or authentication value.

The relay sends an encapsulated bubble
packet to the Teredo client's server with the
IPv6 destination set to the Teredo peer. The
server address is extracted from the client's
Teredo address.

The server passes the bubble along to the
Teredo client, adding origin data (the IPv4
address and port of the relay).

The NAT receives the packet and passes it on
to the client. The NAT allows this because the
client and server communicate on a regular
basis.

Upon receipt of the bubble, the client sends
an encapsulated bubble to the address and
port in the origin data (the relay).

The encapsulated bubble is received by the
NAT and forwarded to the relay. The NAT
now sees the relay as a recent peer and
allows incoming packets from it.

2.

4,

Teredo

IPv6
peer

Teredo IPv4
dient g NAT

IPv6
Internet

Figure 9. The bubble-to-open procedure operestdated NAT's
port to a relay. To do this, the relay asks theesdo ask the client to
send it a bubble packet

Thus, Teredo provides an on-demand
service that allows packets from arbitrary
Internet hosts to be passed to the client. For a
Teredo client's service port, the service makes a
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restricted NAT resemble a pure cone NAT. Thisthe amplification ratio will be. In particular, weote

concept is explored further in “Teredo that all attacks are initiated with a packet having
implications on ability to reach a host through aspoofed source address. As such they might bedfoile
NAT"” section. by proper egress filtering measures deployed diose

In any case, the RFC requires rate limiting of thethe attacker’s location.

bubbles sent to a specific peer, to protect ayain
flooding. A bubble SHOULD NOT be sent if one
was sent in the last 2 seconds or if four were The two victims of this attack are a 6tod

sent in the past 5 minutes without receiving anypejay and an ISATAP router. Let IPISATAP and
direct responses. IP6to4 denote the IPv4 address of the ISATAP router
and the 6to4 relay, respectively. Let PrflSATAP
denote the IPv6 64- bit prefix of the ISATAP tunnel

; ; The attack is depicted
A Teredo bubble packet is typically sent to create I .
ere ! b 'S ypicaly i It is initiated by sending an IPv6

maintain a NAT mapping and consists of an IPv&! Figure 1(a).

header with no IPv6 payload. Figure 10 shows thacket (pac_ket 0 in Fig. 11(a)) to a 6to4 destmati
Teredo bubble packet[1]. address with an embedded router address of

IPISATAP , i.e., the destination address begingwit
2002:IPISATAP :/48. The source address of the
IPv4 Header o IPv6 Header packet is an ISATAP address with PrfISATAP as the
prefix and IP6to4 as the embedded IPv4 address. As
< 70 btes w8 bytes —pl— 40 bytes . the destination address is 6to4, the packet will be
' ’ _+ K routed over the IPv6 network to the closest 6tddyre
The relay receives the packet through its IPv6
interface and processes it as a normal IPv6 pdbkét
needs to be delivered to the appropriate 6to4 site.
In the IPv6 header, the Next Header field is séi3p Hence, the packet is forwarded over the relay’stIPv

6.1 Attack #1: 6to4 Relay to ISATAP Router

5.7 Teredo bubble packets format

Figure 10 . Teredo bubble packet

indicating that there is no payload present. interface with an IPv4 header having a destination
address derived from the IPv6 destination, i.e.,
6. ROUTING LOOPATTACKS IPISATAP . The source address is the address of the

6to4 relay, IP6to4. The packet (packet 1 in Figa))l

We now present the new class of attacks routed over the IPv4 network to the ISATAP route
while exemplifying it with five routing loop The router receives the packet on its IPv4 intexfdic
attacks[14]. Attacks in this class take advantafjle @rocesses the packet as a regular IPv4 packet that
inconsistencies between a tunnel’s overlay IPvériginates from one of the end points of the ISATAP
routing state and the native IPv6 routing statereMo tunnel. Since the IPv4 source address correspands t
specifically, they exploit the fact that each erminp the IPv6 source address, the packet will be
in an automatic tunnel is ignorant of the othere®d decapsulated. Since the packet's IPv6 destinason i
that are currently participating in the tunnel. Theoutside the ISATAP tunnel, the packet will be
attacker exploits this by crafting a packet whieh iforwarded onto the native IPv6 interface. The
routed over a tunnel to a node that is not padimiyy forwarded packet (packet 2 in Fig. 11(a)) is idealti
in that tunnel. This node forwards the packet dut ao the original attack packet. Hence, it will beutexd
the tunnel to a native IPv6 network. In that netwyor back to the closest 6to4 relay, in which the lodfp w
the packet is routed back to the ingress point thatart again. The loop will stop once the packet
forwards it back into the tunnel. Consequently, thé&raverses 255 hops on the native IPv6 network. Note
packet will loop in and out of the tunnel. We shalthat only the part of the loop between the ISATAP
refer to the nodes that forward the packet in ancbd router and the 6to4 relay traverses an IPv6 network
the tunnel as the victims of the attack. A loopTrhe opposite direction goes over a 6to4 tunnel aver
terminates only when the Hop Limit [15] field ineth 1Pv4 network in which the Hop Limit does not
IPv6 header of the packet is zeroed out. Theecrease.
maximum value that can be assigned to this field is
255. Note that when the packet is tunneled ove# IP\6.2 Attack #2: ISATAP Router to 6t04 Relay
routers, the Hop Limit does not decrease. Evenchit o ) )
packet will traverse each hop along the loop 255/N The two victims in this attack are again a
times, where N is the number of IPv6 routers on th@to4 relay and an ISATAP router, but here they have
loop. As a result, the loops can be used as traffvapped roles. This time the ISATATP router accepts
amplification tools with a ratio of 255/N. The nuetb the attack packet and forwards it on its ISATAP

of IPv6 routers on the loop is determined by theety tunnel to the 6to4 relay, which decapsulates it and
of attack and by the positions of the two victinibe forwards it back to the ISATAP router on the IPv6

closer the two victims are, the |arger network. Let IPISATAP , IP6to4 and PrfISATAP be
the same as above. The attack is depicted
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in Figure 11(b). This attack is initiated by serglan IPv4 network to router B. The router receives the
IPv6 packet (packet 0 in Fig. 11(b)) with a dedtora packet on its IPv4 interface. It processes the giaak
ISATAP address having PrflISATAP as the prefix an@ regular IPv4 packet that originates from onehef t
IP6to4 as the embedded IPv4 address. The soureed points of its tunnel. Since the IPv4 sourcaeskl
address of the packet is a 6to4 address with a&routorresponds to the
having the IPISATAP address , i.e., the destinatiolPv6 source address, the packet will be decapsulate
address begins with 2002:IPISATAP ::/48. The packéihe packet’'s IPv6 destination is outside of rolg&r
will be routed over the IPv6 network to the ISATAPtunnel; hence the packet is forwarded out onto the
router. The router receives the packet throughPi® IPv6 interface. The forwarded packet (packet 2ign F
interface and processes it as a normal IPv6 pabket 11(c)) is identical to the original attack packéénce,
needs to be delivered to the appropriate end point it will be routed back to router A, in which theolp
the ISATAP tunnel. Hence, the packet is forwardedill start again.
over the router's IPv4 interface with an IPv4
encapsulation having a destination address derivéd4 Attack #4: Teredo Client to NAT
from the IPv6 destination , i.e., IP6to4. The seurc . .
address is the address of the ISATAP router, This attack explons a Teredo tunnel. The two
IPISATAP . The packet (packet 1 in Fig. 11(b)) isvictims are a forwarding .npde that_ employs Teredo
routed over the IPv4 network to the 6to4 relay. ThEr its own IPv6 connectivity and its closest NAT.
relay receives the packet on its IPv4 interface. fpuch a forwarding node may be a router, a fireveall,
processes the packet as a normal IPv4 packet th4pbile IP home agent etc. We assume that the NAT
originates from one of the end points of the 6to#8 Of type cone and it supports hair-pin routinghwi
tunnel. Since the IPv4 source address correspandsSPurce address translation. These two assumptiens a
the IPv6 source address, the packet will be addhittd@sed on two requirements,REQ-8 and REQ-9,
and decapsulated. Since the packet's IPv6 destinatincluded in a Best Current Practice published ky th
is outside the 6to4 tunnel, the packet will bdETF [16]. The attack is depicted in Figure 11(d)s
forwarded out on the native IPv6 interface. Thénitiated by sending an IPv6 packet over the Teredo
forwarded packet (packet 2 in Fig. 11(b)) is idemiti tunnel (packet 0 in Fig. 11(d)). The packet's
to the original attack packet. Hence, it will beutex destination IPv4 address and UDP port are the same
back to the ISATAP router, in which the loop will @S the source IPv4 address and UDP port. They are
start again. equal to the external IPv4 address and UDP port of
the client. The IPv6 destination and source addsess
6.3. Attack #3: ISATAP Router to ISATAP Router ~ are Teredo addresses, denoted by IPdTeredo and
IPsTeredo,respectively, where the fields <obfustate
The two victims in this attack are two external port>and <obfuscated external IP> in both
ISATAP routers — router A and router B — havingaddresses are identical and equal to the 1's
addresses IPa and IPb, respectively. Let PrfA armbmplement of the Teredoclient’s external port and
PrfB be the prefixes of the ISATAP tunnels of routeaddress, respectively. Consequently, IPd Teredo and
A and router B, respectively. Note that the twoteosi IPs Teredo are not equal to the client's Teredo
do not participate in the same ISATAP tunneladdress. Having a state associated with the client
However, they may reside at the same or different
sites. The attack is depicted in Figure 1(c). It is ol iy
initiated by sending an IPv6 packet (packet O ig. Fi - -
11(c)) with a destination ISATAP address having 2
PrfA as the prefix and IPb as the embedded IPv4

L

1- IPv4: IPétos > IP1saTAR

address. The source address of the packet is an IPY: Priserzs:0200:SEFEPeiot - J0021Pissraes
ISATAP address haV'ng PrfB as the preflx and IPa as 0,2- IPv6: Priisatar=0200:5EFE:IPtcs --> 2002:IP1saTAR:"

(a) routing loop attack #1

the embedded IPv4 address. The packet will be doute
over the IPv6 network to router A. The router
receives the packet through its IPv6 interface and
processes it as a normal IPv6 packet that neetls to
delivered to the appropriate end point of its ISATA
tunnel. The fact that the source address is also an
ISATAP address does not matter here; the important
thing is that the packet originated outside oftthenel

A. Hence, the packet is forwarded over the router’s
IPv4 interface with an IPv4 encapsulation having a
destination address

derived from the IPv6 destination , i.e., IPb. The
source address is the address of the router A TiRa.
packet (marked with 1 in Fig. 11(c)) is routed other
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(b) routing loop attack #2
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1- IPv4: IPa—> IPb
IPv6: Prfa::0200:5EFE:IPa --= Prfa:0200:5EFE-IPb

0,2- IPv6: Prie:0200:5EFE:IPa —> Prfa:0200:5EFE:IPh
(c) routing loop attack #3
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willbe routed back to the internal network. The
destination address and port will be translatethéo
client’s internal address and port. Since the NAT
supports source address translation, the sourcessid
and port will be translated to the client’s extérna
address and port. The resulting packet is identizal
the previous packet (packet 1 in Fig. 11(d)). Heiitce
will be routed back to the client, in which the foo
will start again. In this attack the Hop Limit fielvill
decrease only when the packet traverses the Teredo
client. Only then is the packet handled by an IPv6
stack. In all the other hops on the loop, including
NAT, only IPv4 processing takes place.

Applicability — We note that in some network cases
proper ingress filtering measures at the site, agh

reverse path forwarding [17], may prevent théahi
attack packet from entering the site.

Teredo
Client NAT

_ 1 —
2 " 6.5 Attack #5: Teredo Server
O 1PYA: exc. 1P = ext P This attack differs from the attacks above.

UDP: axt. port --> ext. port . . . . .

IPVS: 2001:.oXt. POLEXE IF > 2001:..:3¢C Portant TP First, it engages with only one victim, a Teredo
" UbP. o port = int. port server. Second, the loop is not formed by forwaydin
e 0011 PO 2001 S pOTLEC Y the same IPv6 packet over and over, but by creating

ot gt 2001 e TP new packet over and over again. Hence, the lifetime

of the loop is infinite and not limited by the Hop

Limit field. These two differences make this attack
the most violent of all the attacks described iis th

= g paper. Executing the attack on a victim will regualt

=P umecaonrieug an immediate exhaustion of the victim's CPU

resources and will bring it to a crawl.The attackd

is formed by tricking a Teredo server to produce a

(d) routing loop aftack #4

Teredo

0,1- IPv4: IPz-->IPs

ves 200 SEE T 2001, ST bubble destined to itself upon receipt of another
bubble. The attack is depicted in Figure 11(e)islt
(¢) routing loop atack #5 initiated by sending a bubble over the Teredo tunne

to the server (packet O in Fig. 11(e)). The bulsble’
destination IPv4 address and port are identicatsto
Figure 11 . lllustrations of the various routingo  source IPv4 address and port. They are equal to the
attacks IPv4 address of the server and 3544, respectiTély.
following the initial qualification procedure !PV6 destination and source addresses are twoidisti
and being of type cone, the NAT will not filter theTéredo addresses, in both of which the fields
attack packet and will pass it tothe internal nelwo <Obfuscated external port> and <obfuscated external
while translating the destination IPv4 address andP> are identical and equal to the 1's complemént o
UDP port to the internal address and port of tientl the server's IP and port (3544). The server reseive
(packet 1 in Fig. 11(d)). The packet reaches thencl @nd processes the packet as a normal Teredo bubble.
over its IPv4 interface. The IPv4 source address adn Particular, it verifies that the source IPvA peis
port of the packet correspond to the IPv6 sourcdnd port correspond to the source IPv6 Teredo
Teredo address; hence the client will admit thekpac 2ddress. The server then creates a new bubbleefpack
and remove the IPv4 and UDP headers. Since IRdin Fig. 11(e)) destined to the IPv4 address amd p
Teredo is not the address of the client and tlencls @S derived from the IPv6 destination address. The
in forwarding mode, the client forwards the packef €redo specification does not define a check to
back to the network through its Teredo interfac®@réventthis (see section 5.3.1. in [18]). Hence th
(packet 2 in Fig. 11(d)). The packet is encapsdlate?ubble will be destined to the server's IPv4 adsires
again with IPv4 and UDP headers, while théind to port 3544. Since the new bubble is identwal
destination address and port are derived froffi€ Previous one, the loop starts again indefitel
IPdTeredo.Namely, they are equal to the clients o o
external address and port. The source addressaand g\Pplicability — The initial attack packet has idieaf
are the client’s internal address and port. IPv4 source and destination addresses. Some
Since the NAT is assumed to support hairoperating systems, e.g. Linux, will automaticaltpypl
pin routing, when the packet reaches the NAT it
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such packets upon arrival. Hence, a Teredo servabuse ISATAP, 6to4, and Teredo are exhibited. The

deployed on such OSes is not vulnerable. attacks exploit the inconsistencies between a fis;ine
overlay IPv6 routing state and the native IPv6 iraut
7.MITIGATION MEASURES state. Consequently, a carefully constructed packet

will loop. In the first four attacks the loop is tneded

Some simple security measures could bby the Hop Limit field in the IPv6 header. However,
opted to mitigate the attacks. These measuresoarethe last attack is infinite since it causes a Tered
be applied at the potential victims. Common tatfedl  server to produce a new bubble packet on every. loop
attacks is that the victims admit and forward ekea The proposed mitigation measures for such
which is eventually routed back to them. Theattacks are relatively simple however they require
proposed security measures are aimed at recognizikigowledge of other tunneling mechanisms that may
such packets and discarding them. Before a nod®t be employed by the defending node.
forwards a packet, it must check its destination
address to verify that there is no chance the packREFERENCES
will eventually loop back to it. To this end a nod€g1] Microsoft. “Teredo Overview.” microsoft.com.
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